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What is a P-Value?

History of the P-Value

The Null Hypothesis

A p-value is a number that helps you 
determine if the results of an experiment or 
study are meaningful. It tells you how likely it 
is that the results you observed happened just 
by random chance, assuming that there is no 
real effect or difference (this is called the null 
hypothesis).

The concept of the p-value was introduced by the British statistician Ronald A. Fisher 
in the early 20th century. Fisher's work laid the foundation for modern statistical 
hypothesis testing. He proposed the p-value to measure the strength of evidence 
against the null hypothesis.

The null hypothesis is like a starting 
assumption that there is no effect 
or difference. For example, if you 
are testing a new drug, the null 
hypothesis might be that the drug 
has no effect compared to a 
placebo (a sugar pill).
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If the p-value is small, it means that the observed results are unlikely to have occurred by 
random chance if the null hypothesis were true. Therefore, you have strong evidence 
against the null hypothesis, and you might conclude that there is a real effect or difference.

Small P-Value (≤ 0.05):

If the p-value is large, it means that the observed results could easily have occurred by 
random chance if the null hypothesis were true. Therefore, you do not have strong 
evidence against the null hypothesis, and you might conclude that there is no real effect or 
difference. 

Large P-Value (> 0.05):
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How P-Values Work

When you conduct an experiment, you collect data and calculate a p-value. This p-
value helps you decide whether to reject the null hypothesis. Here’s how to interpret it:

How to Calculate the P-Value

Formulate the Hypotheses:

Null Hypothesis (H0) Alternative Hypothesis (H1)

Clearly state the null hypothesis, which 
typically posits that there is no effect or 

difference. 

Define the alternative hypothesis, 
which suggests that there is an effect 

or difference. 

Choose the Appropriate Test

Depending on your data and the type of analysis, select a statistical test. Common tests 
include the t-test, chi-square test, and others.

Calculate the Test Statistic

Use your data to calculate the test statistic (e.g., t-value, chi-square value). This involves 
applying the formula specific to the chosen test. For example, in a t-test, the test statistic 
is calculated as the difference between the sample means divided by the standard error of 
the difference. 

Calculating a p-value typically involves the following steps:  
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Determine the P-Value

Use statistical software or p-value tables to find the p-value corresponding to your test 
statistic. This step often involves looking up the test statistic in a distribution table (e.g., t-
distribution table) to find the p-value. 

Formulate the Hypotheses: 

Choose the Appropriate Test:

Calculate the Test Statistic: 

Determine the P-Value: 

 H0: The population mean is equal to a specified value (e.g., 85).

 H1: The population mean is not equal to the specified value. 

 One-sample t-test.

 The output will provide the p-value, which you can compare to your significance 

level (e.g., 0.05) to decide whether to reject the null hypothesis.

python 


from scipy import stats 


sample_data = [78, 82, 88, 95, 79, 92, 85, 88, 75, 80] 


population_mean = 85 


t_stat, p_value = stats.ttest_1samp(sample_data, population_mean) 


print("t-statistic:", t_stat) 


print("p-value:", p_value)

Example 1: One-Sample T-Test

Formulate the Hypotheses: 

Choose the Appropriate Test:

 H0: There is no significant difference in mean height between males and females.

 H1: There is a significant difference in mean height between males and females. 

 Two-sample t-test. 

Example 2: Two-Sample T-Test 

Example Calculation
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Calculate the Test Statistic:

Determine the P-Value:

 Calculate the t-statistic using the formula for the two-sample t-test, which compares the 

means of two independent groups.

 Use the t-distribution to find the p-value corresponding to the calculated t-statistic. 

Example 2: Two-Sample T-Test 

 Null hypothesis: The new teaching method has no effect on student performance.

 Alternative hypothesis: The new teaching method improves student performance. 

Suppose you are an educational researcher investigating whether a new teaching 
method improves student performance. You randomly assign students to two groups: 
one group receives the new teaching method, while the other group receives the 
traditional method. After the course, you compare the exam scores between the two 
groups.  

You analyze the data and find that the group receiving the new teaching method has an 
average exam score that is 5 points higher than the group receiving the traditional 
method. The calculated p-value is 0.02. Interpretation: With a p-value of 0.02, there is 
only a 2% chance of observing a difference in exam scores as large as 5 points if the 
new teaching method really had no effect. Since this probability is low, you might reject 
the null hypothesis and conclude that the new teaching method does indeed improve 
student performance.

Example 1: Testing the Effectiveness of a New Teaching Method

 Null hypothesis: There is no relationship between sleep duration and BMI.

 Alternative hypothesis: There is a relationship between sleep duration and BMI.

As a healthcare researcher, you are interested in whether there is a relationship 
between the number of hours people sleep per night and their body weight. You collect 
data from a sample of adults, recording their average sleep duration and body mass 
index (BMI).

After analyzing the data, you find a correlation coefficient of -0.35 between sleep 
duration and BMI, with a corresponding p-value of 0.01. Interpretation: The p-value of 
0.01 indicates that there is only a 1% chance of observing a correlation as strong 

Example 2: Investigating the Relationship Between Sleep Duration and Body 
Weight 

Use Case Examples
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 To determine the 
effectiveness of new 
treatments or drugs. 

Medicine
To test hypotheses about 

human behavior and mental 
processes. 

Psychology

To study the effects of 
genetic variations and 
environmental factors.

Biology
To investigate social 

phenomena and trends. 

Social Sciences

To analyze economic models 
and relationships. 

Economics
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 Null hypothesis: There is no relationship between sleep duration and BMI.

 Alternative hypothesis: There is a relationship between sleep duration and BMI.

 Does Not Tell You: The p-value does not tell you the probability that the null hypothesis is 

true or false. It also does not tell you the size or importance of the effect.

 Does Tell You: The p-value tells you how likely your observed results would be if the null 

hypothesis were true.

as -0.35 if there were truly no relationship between sleep duration and BMI. Given this 
low probability, you might reject the null hypothesis and conclude that there is a 
significant relationship between sleep duration and body weight.  

It’s important to understand what a p-value does and does not tell you:

P-values are widely used in various fields, including:

After analyzing the data, you find a correlation coefficient of -0.35 between sleep 
duration and BMI, with a corresponding p-value of 0.01. Interpretation: The p-value of 
0.01 indicates that there is only a 1% chance of observing a correlation as strong as -

Misinterpretations 

Where P-Values are Widely Used 
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P-values help data scientists 
determine whether their findings are 

statistically significant. 

Hypothesis Testing

P-values provide evidence to support 
data-driven decisions.

Decision Making

P-values are used to assess the 
validity of predictive models. 

Model Validation

P-values offer a standardized way to 
report the significance of findings to 

stakeholders.

Communicating Results
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For data scientists, p-values are crucial for:

How P-Values Help Data Scientists

Summary 

In summary, a p-value is a statistical tool that helps you determine whether your 

experimental results are significant. A small p-value suggests that your results are unlikely to 

have occurred by chance, providing evidence against the null hypothesis. A large p-value 

suggests that your results could easily have occurred by chance, providing less evidence 

against the null hypothesis. Understanding p-values helps you make informed decisions based 

on your data. Additionally, knowing how to calculate p-values, their historical context, and 

their applications in various fields can enhance your data analysis skills and support your 

work as a data scientist. 
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